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The photophysical and dynamical properties of the donor-(σ-bridge)-acceptor molecule N-phenylpiperindone-
malondinitrile are investigated by second-order approximate coupled cluster (CC2) and time-dependent density
functional theory (TDDFT). The study is based on optimized equilibrium geometries for ground and excited
states as well as on ab initio molecular dynamics simulations. While CC2 and DFT both predict ground state
geometries that are consistent with the crystal structure, equilibrium geometries for the fluorescent charge
transfer (CT) state are qualitatively different between CC2 and TDDFT. CC2 reproduces the experimental
results for vertical excitations (within 0.3 eV) and provides an orbital assignment of the experimental absorption
bands that is supported by experiments. Using CC2, a good agreement is also found for fluorescence energies
(within 0.1-0.6 eV). At contrast, CT absorption and fluorescence energies are strongly underestimated by
TDDFT using the semi-local functional PBE but improved agreement is found for the hybrid functional
PBE0. However, for both functionals, TDDFT fails to predict an equilibrium geometry of the intradonor
excited state because of mixing between this state and an artificially low-lying CT state during the optimization.
This is an example where the well documented CT failure of TDDFT affects properties of other locally
excited states. The minimum of the intradonor locally excited state was therefore only located by the CC2
method. The internal conversion (IC) process from a locally excited donor state to the CT state is simulated
by excited state ab initio molecular dynamics based on CC2 and where nonadiabatic transitions are described
using the Landau-Zener approximation. We find the IC process to occur a few tens of femtoseconds after
excitation. The simulation provides a detailed description of the atomic rearrangements in electron donor and
acceptor that drive the interconversion process.

1. Introduction

Organic donor-bridge-acceptor (DBA) systems have a long
history as model systems for the basic understanding of
elementary processes of photoinduced electron transfer (ET) in
photosynthesis.1 Furthermore, these types of systems are becom-
ing attractive as possible building blocks in nano-optics and
molecular electronics.2-4

DBA molecules with saturated hydrocarbon bridges (D-σ-
A) were first studied in the context of through-bond interactions5,6

(TBI), which refers to the interaction of electron donor and
acceptor orbitals through mutual mixing with saturated σ-bond
orbitals that separate the two functional groups. It has been
hypothesized and shown experimentally that TBI leads to
structural distortions of DBA molecules compared to the
molecular structures of the single donor, acceptor, and bridge
units.7-12 In addition, TBI leads to strong charge transfer (CT)
absorption bands and excited states with large dipole moments13

that often show strong fluorescence and phosphorescence.14,15

The physical properties of D-σ-A molecules make them
especially suited to build molecular rectifiers16-18 and because
of their large hyperpolarizability, they are also suited for
frequency doubling of laser light.19-21 In addition, these com-
pounds can undergo remarkable structural changes caused by
intramolecular electron transfer (ET), which can occur upon

photoexcitation. This phenomena, also known as Coulomb
induced folding or harpooning,22,23 is of potential interest for
applications in photoswitches.24

In general, intramolecular ET is thought to proceed by two
phenomenologically different pathways, namely optical ET and
photoinduced ET.25 In optical ET the transfer of an electron
proceeds directly by excitation while in photoinduced ET an
excitation occurs first into a locally excited (LE) state that then
couples via molecular rearrangements to the CT state.

The class of D-σ-A molecules containing piperidine and
hexylidene as central bridging units12,13,19,26-29 have been recently
rediscovered as building blocks for materials.30-32

In this study we focus on the simplest member of the class
of piperidine-bridged compounds, N-phenylpiperidone-malon-
dinitrile (DA1), depicted in Figure 1. In DA1, an N-phenyl unit
serves as the electron donor and is separated from the dicya-
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Figure 1. N-Phenylpiperidone-malondinitrile, which serves as the DBA
model in the present study. The definition of donor (D), bridge (B),
and acceptor (A) used in the analysis as well as the atomic numbering
are indicated.
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noethylene electron accepting moiety by three saturated σ-bonds
of the central piperidine unit. DA1 is characterized by a strong
CT absorption and a high fluorescence quantum yield. It has
been found that excitation at different wavelengths all lead to
a single fluorescence band, which is caused by emission from
the lowest CT state.13 This indicates the coexistence of both
optical and photoinduced ET.

The aim of our study is to investigate the optical properties
of DA1, explain the high fluorescence quantum yield, and gain
information of the structural rearrangements associated with the
ET. Furthermore, the mechanism of internal conversion (IC)
from a LE donor state to the CT state is investigated.

Very recently, first principles excited-state electronic-structure
methods have been used to complement experimental studies
of donor-acceptor systems, in particular for the rational design
of molecules with tailored electronic and optical properties.33-42

Within this context, our aim is also to probe the quality and
performance of different excited-state methodologies for the
description of this class of systems.

Coupled cluster (CC) methods43 provide size-extensive
descriptions of excited state properties of molecular systems at
a lower cost than configuration interaction methods. Among CC
methods, second-order approximate CC singles-and-doubles44

(CC2) offers a good comprise between accuracy and compu-
tational efficiency. CC2 is an approximation to coupled cluster
singles and doubles (CCSD) but exhibits an N5 scaling with
the number of orbitals rather than the N6 scaling of CCSD. In
addition, excitation energies can be obtained by a linear response
(LR) treatment of the CC2 reference state. CC2 excitation
energies have been shown to be within 0.3 eV from experimental
measurements for a variety of systems.45,46 Since in LR-CC2,
double excitations are only treated approximately, excitation
energies can be expected to be accurate only if single excitations
are the dominant contribution. Reasonable accuracy was found
if the double excitation amplitudes did not exceed 10%.47,48 In
addition, being a single reference method, CC2 is expected to
fail to describe intersections between excited states and the
reference state. However, in highly fluorescent molecules as the
present one, conical intersections between ground and excited
states only play a minor role. Within these limits, CC2 has been
successfully applied to study photophysical processes in a range
of different systems.49-59

Further reduction of computational cost can be obtained by
using time-dependent density functional theory (TDDFT).60-62

This method has been successfully applied to study the
photochemistry and photophysics of different systems.63-72

Unfortunately, TDDFT has some severe drawbacks related to
the approximate nature of the exchange-correlation (xc) kernel,
which still restricts its general usage for a large variety of
systems.73 One of the major problems of TDDFT for extended
systems is related to the well-known underestimation of long-
range CT excitations74 that has also been found to modify
potential energy surfaces leading to erroneous excited state
geometries.75 However, in some cases sufficient overlap between
donor and acceptor orbitals can lead to a reasonable description
of CT states,66,76-78 especially when hybrid functionals are used.
In the light of all this, we also explore the quality of TDDFT
for the CT states occurring in DA1, in addition we probe to
what extent a possible CT failure can affect the description of
LE states.

2. Computational Details

All calculations presented here were performed with the
TURBOMOLE79 program package. Geometry optimizations in

the ground state were carried out using CC2 and DFT. The
excited state geometries were obtained from LR-CC2 and LR-
TDDFT. All geometry optimizations employed the TZVP80 basis
set with default convergence criteria for Cartesian gradients
(10-3 a.u.) and total energies (10-6 a.u.). Improved excitation
energies and excited state properties were obtained by single-
point calculations using the augmented aug-cc-pVDZ81 basis
set for both, CC2 and TDDFT. Excitation energies were
computed at LR-CC244 level and by LR-TDDFT61 within the
Tamm-Dancoff approximation (TDA).82 In the notation used
in the following CC2 stands for both, ground state CC2 and
LR-CC2. Furthermore, the abbreviation TDDFT stands for LR-
TDDFT within the TDA.

The CC2 module of TURBOMOLE45,46,83,84 makes use of the
frozen core approximation. In our calculations the 17 lowest
molecular orbitals were kept frozen. In addition, the Coulomb
repulsion is approximated by the resolution of identity (RI)
method.85 Therefore optimized auxiliary basis sets for SVP,
TZVP,80 and aug-cc-pVDZ86 basis sets were used.

The DFT and TDDFT implementations of TURBOMOLE
are described in refs 87-90. Calculations employ the PBE91

xc-functional and its hybrid version PBE0, in which 25% of
PBE exchange is replaced by exact (Hartree-Fock) exchange.
Corresponding TDDFT calculations are denoted by TDPBE and
TDPBE0 in the following.

Ground state Born-Oppenheimer AIMD in the NVT en-
semble was performed on the PBE/SVP level of theory. A Nosé-
Hoover thermostat with a target temperature of 300 K and a
characteristic response time of 100 au was applied to maintain
a constant temperature. A time step of 30 au (≈0.73 fs) was
used and the simulation was carried out for a total of 1.5 ps.

Excited state AIMD was performed using ground and excited
state energies and nuclear forces computed on CC2/SVP level.
The smaller basis set leads to an upshift of all relevant excitation
energies of about 0.1 eV. Therefore, our primary interest, the
energy gap between LE and CT state is not affected by
the smaller basis set. In contrast to the ground state simulation,
excited state AIMD was done in the NVE ensemble and a time
step of 15 au (≈0.36 fs) was used. A total of 8 excited state
simulations of 20-150 fs were done.

3. Results

3.1. Ground State Geometries. The ground state equilibrium
structure of DA1 was optimized with CC2, DFT/PBE, and DFT/
PBE0. Selected bond distances, angles, dihedral angles and the
complete Cartesian coordinates are reported in Tables 1, 4 and
5 of the Supporting Information.

While for the D, B, A units themselves only small deviations
from the crystal structure are found, the theoretical structures
and the crystal structure differ in the twist angle around the
N28-C9 bond, defining the orientation of the phenyl ring
relative to the piperidine moiety. The comparison of the
Newman projections along the N28-C9 bond (Figure 2) shows
that all theoretical methods predict a rather asymmetric con-
formation, in contrast to the crystal structure that nearly
conserves a symmetry plane perpendicular to the plane of the
phenyl ring.

Regarding the pyramidalization angle at N28 (Table 1), DFT
structures and the crystal structure exhibit a flatter conformation
than the CC2 structure.

The same trend is found for the acceptor, where CC2 again
predicts a slightly stronger pyramidalization of the C3 center
(Table 2) than DFT and experiment.

Theoretical structures agree within a root mean square
deviation (RMSD) of the nuclear coordinates of 0.18 Å with
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one another. They differ by about 0.24-0.29 Å from the crystal
structure. In contrast, if we consider the donor, bridge, and
acceptor units on their own then a deviation of <0.07 Å with
the experiment is found. The fact that all theoretical gas-phase
structures predict this asymmetric conformation suggests that
the more symmetric conformation of the crystal structure might
arise from packing effects.

Different geometric parameters have been found to be
sensitive for TBI. In the case of two or more π-systems
interacting through three σ-bonds, an elongation of the central
bond has been found in various cases.7-11 As possible reason
for this elongation Dougherty et al. proposed a weakening of
the central σ-bond due to mixing of the central σ-orbital with
π*-orbitals of the chromophore and mixing of the central σ*-
orbital with the π-orbital of the chromophore.7,8

In the case of DA1, the central C-C bonds of the bridge
unit (C1-C2, C4-C5) are expected to be elongated if an
interaction between the donor and acceptor is present. For DA1
an elongation due to TBI of about 0.02 Å has been estimated
by comparison of different crystal structures.12 To probe the
influence of TBI on the geometry of the σ-relay of the bridge
unit we optimized the geometry of N-phenyl piperidine (NPP).
NPP may be considered as a DA1 molecule lacking the acceptor
moiety, so that distortions due to TBI should be absent. All
theoretical methods used here predict central C-C bonds that

are about 0.02-0.03 longer compared to the corresponding
bonds in NPP (Table 4 in SI) and thus seem to confirm the
presence of TBI.

In summary, CC2 and DFT ground state structures are very
similar apart from deviations in the pyramidalization angles.

3.2. Vertical Absorption Energies. Using CC2, TDPBE, and
TDPBE0 in combination with the aug-cc-pVDZ basis set, we
computed the lowest vertical singlet excitation energies from
the corresponding optimized ground state geometry (Table 3).

The electronic transitions are interpreted in terms of single-
particle transitions between the frontier orbitals of the given
reference state. In the case of DFT, these are the Kohn-Sham
(KS) orbitals (Figure 3, left) and for CC2 these are the HF
orbitals (Figure 3, right). Because of the different nature of KS
and HF orbitals, TDDFT and CC2 excited states are not fully
comparable. However, regarding localization and nodal structure
of the orbitals a comparison is still informative for the nature
of the excited state.

For the lowest four excited states, CC2/aug-cc-pVDZ predicts
t1 amplitudes larger than 90% and thus the error due to the
approximate description of double excitations can be expected
to be small.47,48 Vertical absorption energies agree within 0.3
eV with the position of the maxima of the experimental bands.
We assign the first experimental band at 3.63 eV to the lowest
charge transfer excitation (πD-πA*, Hf L+6) calculated at 3.69
eV, an assignment that is also supported by the fluorescence
experiments of Hermant et al.13 The next band at 4.25 eV is
assigned to an intradonor (ID) (πD-πD*, H f L+14) transition
at 4.55 eV, typical for aniline derivatives.92 According to CC2,
the band at 4.99 eV belongs to either another CT excitation (H
f L) and/or to a Rydberg like transition (Hf L+3/L+2). We
find that the accurate description of the latter two states requires
the inclusion of diffuse basis functions.

Turning to the TDDFT excitation energies, we see that
TDPBE drastically underestimates the lowest CT excitation by
more than 1.6 eV. In addition, there are two additional CT states
between S1 and the ID excitation at 4.1 eV that are absent in
the CC2 description. Usage of the hybrid xc-functional PBE0
leads to a blue shift of all excitation energies. This blue shift is
larger for CT excitations, resulting in a smaller error for the
lowest excitation energy compared to TDPBE. With TDPBE0
the artificially low CT state (H-1 f L) is shifted 0.1 eV above
the ID state but mixes considerably with the ID state at 4.6 eV.
This mixing also affects other excited state properties, for
instance the dipole moment of S2 predicted by TDPBE0 (11.7
D) is considerably larger than the one predicted by CC2 (2.3
D). As we will see in section 3.4, the mixing between ID and
CT states also affects the nuclear forces and makes it impossible
with TDPBE and TDPBE0 to perform MD in the pure ID state
and to optimize the equilibrium geometry.

3.3. Geometries of the Excited Charge Transfer State and
Fluorescence Energies. In order to investigate structural
rearrangements related to the electron transfer from donor to
acceptor and to predict the fluorescence spectra, we optimized
the geometry of DA1 in the lowest CT state using CC2, TDPBE,
and TDPBE0. Cartesian coordinates, bond lengths, and angles
of the S1 optimized structures are summarized in Tables 2, 4
and 5 in the Supporting Information. According to Hermant et
al.,13 it is this CT state from which the experimentally measured
fluorescence is emitted. Using CC2, we find two different
geometric minima for the CT state. Both structures show a large
increase of the C3 pyramidalization on the acceptor compared
to the ground state structure, but they differ in the direction of
the pyramidalization (Figure 4, Table 2). The first structure

Figure 2. Newman projection along the N28-C9 bond. Red, CC2;
blue, PBE; green, PBE0; and black, crystal structure.

TABLE 1: N-Pyramidalization Angles (°) of Ground (S0)
and the First Two Excited States (S1 and S2) Geometries
Calculated with CC2, (TD)DFT, and Obtained from X-ray
Diffraction Data12a

DA1 NPP

CC2 PBE PBE0 X-ray CC2 PBE PBE0

S0 26.38 19.25 17.83 21.62 26.02 14.74 17.25
S1 12.60(10.21) -7.70 -4.84
S2 15.04

a The average of the dihedrals C1-C5-C9-N28, C5-C9-C1-
N28, and C9-C1-C5-N28 define the N-pyramidalization angle.
Atom numbers are defined in Figure 1. For CC2, the value of
Conformer II (defined in Figure 4) is given in parentheses.

TABLE 2: Calculated and Experimental12 Values of the
C3-Pyramidalization Angle (°) of Ground (S0) and First Two
Excited States (S1 and S2) Geometries of DA1a

CC2 PBE PBE0 X-ray

S0 4.87 4.30 2.49 2.66
S1 29.19(-22.70) -26.68 -21.34
S2 3.14

a The C3-pyramidalization angle is defined as the average of the
dihedrals C2-C12-C4-C3, C12-C4-C2-C3, and C4-C2-C12-
C3. For CC2, the value of Conformer II (defined in Figure 4) is given
in parentheses.
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(Conformer I, Figure 4, green) is stabilized by ≈0.1 eV with
respect to the other structure (Conformer II, Figure 4, cyan). In
addition we observe a flattening of the pyramidalization of the
donor nitrogen (Table 1), while the piperidine spacer changes
very little. For the bent CT geometry (Conformer II), we observe
a change of the sign of the N28-C9 twist angle (Figure 4, left)
compared to the ground state geometry (Figure 2, left).

Conformer I in contrast exhibits a rather symmetric conforma-
tion of the phenyl ring relative to the piperidine moiety (Figure
4, left).

These geometric rearrangements lead to stable CT geom-
etries, but in view of the small rearrangements this can not
be considered as harpooning. The pyramidalization of C3
indicates that the negative charge is mainly located on the

TABLE 3: Lowest Lying Singlet Excitation Energies ω (eV) of DA1 and Excited State Dipole Moments µ (Debye)a

CC2 PBE PBE0 expt.
b

ω(f) assignment t1 µ ω(f) assignment µ ω assignment µ ω(ε) µ

3.69 55% H L+6 90.7% 19.1 2.20 H L 16.6 3.20 πD-πA* 19.0 3.63 18.8
(0.236) 8% H-3 L+6 (0.150) CT (0.046) CT (0.118)

8% H L
CT

4.55 46% H L+14 91.6% 2.3 3.34 H-1 L 23.9 4.61 51% πD-πD* 11.7 4.25 -
(0.022) 9% H L+12 (0.009) CT (0.008) 43% πD-πA* (0.079)

7% H L+13 ID/CT
ID

4.886 64% H L 93.0% 5.6 3.75 H L+2 23.2 4.76 56% πD-πA* 15.3 4.99
(0.051) 5% H-3 L+6 (0.012) CT (0.010) 37% πD-πD* (1.000)

5%H L+6 CT/ID
CT

5.03 20% L L+3 93.1% 5.7 4.07 H L+1 0.8 4.98 πD-πD* 7.3
(0.072) 15% H L+2 (0.022) ID (0.081) ID

11% H L+12
Rydberg

4.25 56% πD-πA* 9.7 5.22 55% πD-πA* 6.6
(0.012) 33% πD-πA* (0.133) 9% πD-πD*

ID/CT CT/ID

a Oscillator strengths f (length representation) and normalized extinction coefficients ε for the experiment are given in parentheses. For CC2
also the percent of the single excitation amplitudes (t1) are given. All values are computed using the aug-cc-pVDZ basis set. Assignments of
the TDDFT spectra are interpreted in terms of KS orbitals (Figure 3, left); CC2 transitions are given on the basis of HF orbitals (Figure 3,
right). For transitions whose main contribution is below 65% also the second (and third) contributions are given. According to the location of
the orbitals the excitations were labeled as charge transfer (CT), intra-donor (ID), or Rydberg excitations. b The experimental values measured
in n-hexane are taken from ref 13.

Figure 3. Left: PBE Kohn-Sham molecular orbitals obtained using the aug-cc-pVDZ basis set. Right: Hartree-Fock molecular orbitals obtained
using the aug-cc-pVDZ basis set. Assignments of TDDFT transitions are qualitatively given on the basis of the KS orbitals on the left. CC2
transitions are given on the basis of the HF orbitals on the right.
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C3 atom that connects bridge and acceptor and not on the
CN groups of the acceptor. This explains the experimental
finding that no folded CT geometries are found if the
connecting atom can stabilize a negative charge.93,94

Similar to CC2, TDDFT predicts an increase of the N28-C9
twist angle and a similar C3-pyramidalization of the ethylene
moiety. In the case of TDDFT, only one direction of the py-
ramidalization is found. However, regarding the entire molecule,
TDDFT structures are qualitatively different from the corre-
sponding CC2 structures (Figure 5) as they do not exhibit the
same bending of the molecule at N28. TDDFT assumes
structures that are even more linear, due to a flat and slightly
inverted conformation of the N28 pyramidalization (Table 1).

To gain insight into the nature of DBA fluorescence, we
computed the excitation energies using the aug-cc-pVDZ basis
set (Table 4) for the geometries relaxed in the CT state. CC2
predicts a gas phase fluorescence energy of about 1.9 and 2.1
eV, very similar to the experimental value of 2.2 eV in polar
solvent. Interestingly the CC2 gas phase value is considerably
lower than the experimental value measured in apolar solvent
(2.7 eV). However, on the basis of the present calculations, it
is not clear whether this difference arises because of a
destabilization by the solvent or whether it is due to approxima-
tions in the CC2 model.

Similar to the case of the vertical excitation spectra, TDPBE
and TDPBE0 drastically underestimate the S1-S0 gap, predicting
fluorescence energies of 0.34 and 1.63 eV, respectively.

3.4. Geometries of the Intradonor Excited State. Hermant
and co-workers13 found that irrespective of the excitation
wavelength a fluorescence typical for the CT state is always
observed, leading to the conclusion that the LE states might
interact with the CT states. To gain information about the
interconversion process, we optimized the geometry of DA1 in
the πD-πD* ID state using the CC2/TZVP method. The corre-
sponding optimization using TDDFT is not possible because
the ID state mixes with one of the artificially low-lying CT states
and transforms adiabatically into the CT state. The mixing of
the adiabatic states is caused by degenerate Kohn-Sham states.

In the case of TDPBE0, LUMO+2 and LUMO+1 (Figure 3)
cross during the optimization and the initial character of the
LE state (πD-πD*) changes into a CT state when LUMO+1
adopts the character of the πA* orbital. For this reason no local
minimum for the ID state can be located using either TDPBE
or TDPBE0, showing that the presence of artificially low-lying
CT states in TDDFT can effect properties of non-CT states.
Therefore we report only the result of the CC2 optimization
(Figure 6, Cartesian coordinates, bond lengths, and angles are
given in Tables 3, 4 and 5 in the Supporting Information).

According to the CC2 result, the structural changes in the
ID state are much smaller than in the CT state (Figure 6). The
most significant change observed is the inversion of the sign of
the N28-C9 twist angle (Figure 6, left) similar to the S1

geometry. Twisting around the N-C bond in the LE state is
typical for dialkylanilino derivatives.66 In dimethylaniline
compounds, twisting proceeds until an orthogonal conformation
between the phenyl ring and the plane formed by the methyl
groups and the nitrogen atom is reached. In the case of DA1,
the twist angle does not exceed 90°, which is most likely due
to steric hindrance due to the piperidine moiety. In addition the
ID optimal structure is characterized by a distortion of the
planarity of the phenyl ring (Table 5).

Regarding the CC2 excitation energies at the ID minimum
energy structure (Table 6), we observe a decrease of the gap
between S1 and S2 during the optimization from initially 0.9 to
0.55 eV. We conclude that although the gap between the CT
state and the ID state decreases, there is still thermal activation
needed to decrease the gap further and allow IC from the ID to
the fluorescent CT state. To investigate the process of IC from
the ID to the CT state in more detail, we have carried out on the
fly excited state CC2 ab initio molecular dynamics (AIMD)
simulations described in the next section.

4. Molecular Dynamics

Ground state AIMD at 300 K confirms the hypothesis of a
dynamical equilibrium between a conformer with the phenyl
group in axial position and one with the phenyl group in
equatorial position. This equilibrium was suggested on the basis
of experiments and the theoretical argument that CT absorption
is thought to be more pronounced for the axial conformer.12

From the ground state trajectory, we have chosen 8 different
initial geometries for excited state MD. These geometries were
vertically excited into the ID (S2) state, random velocities of a
Boltzmann ensemble of 300 K were generated, and the nuclear
positions were propagated in time along the CC2 excited state
forces. During the simulation, the energy gap between ID and
CT state is monitored. In case of an avoided crossing (AC), i.e.
a minimum of the S1-S2 gap, the Landau-Zener probability
PLZ is evaluated.95 Within the first 22 fs, all simulations exhibit
a minimum of the S1-S2 energy gap of 0.07-0.27 eV, leading
to transition probabilities between 45-96% (Table 7). At later
times we find additional ACs with transition probabilities up to
99%. This suggests a fast IC process, confirming the assignment
of the broad second absorption band13 to the ID excitation.

From the first 20 fs of the representative trajectory shown in
Figure 7 we see that the AC is separated from the Franck-Condon
region by an energetic barrier and lies higher in energy than
the Franck-Condon region. In all simulations activation ener-
gies EA of 0.3-1.3 eV are needed in order to reach the AC
(Table 7). If the system is initialized with a temperature of 0
K, the S1-S2 gap only reduces to ≈0.4 eV, leading to a transition
probability of 10%. In the case of geometry optimization in the
ID state where no kinetic energy is available, the gap reduces

Figure 4. Comparison of the CC2 S0 geometry (black) and the two
different CC2 S1 geometries. Conformer I (green) is stabilized by ≈0.1
eV with respect to Conformer II (cyan). Left: Newman projection along
the N28-C9 bond of the CC2 structures optimized in S1. Right: CC2
optimized geometries of S0 and of S1, aligned on the bridging moiety.

Figure 5. Geometries optimized in the S1 CT state. Red, CC2; blue,
PBE; and green, PBE0. The structures were aligned on the bridging
moiety.
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only to about 0.6 eV (Table 6). These findings suggest that
thermal energy is crucial to explain a fast interconversion.

After the transition to the CT state, the S2-S1 energy gap
increases (Figure 7), making this reaction irreversible. If the
system is kept artificially in the ID state (dashed lines in Figure
7), ID and CT states stay close to each other until the next AC
is reached.

In the CT state the molecule adopts a strongly pyramidalized
C3 center, and we observe a flipping between the two geometries
that are similar to the two geometric minima of S1 (see molecular
snapshots in Figure 7). In the subsequent simulation time, the
energy gap between S1 and S0 does not fall below 1.3 eV,
indicating that a nonradiative decay channel is absent and the
system can only relax to the ground state by emission of light.

To find the internal modes that decrease the energy gap we
computed the gradient difference vector (GD) between S1 and
S2 in the vicinity of an AC, i.e., after the system has overcome
the initial activation barrier. The GD vector mainly leads to a

distortion of the planarity of the phenyl substituent of the donor,
and an increase of planarity at the C3 atom of the acceptor with
simultaneous stretching of the C3-C12 bond. To further probe
the PESs of the different electronic states with respect to this
reaction coordinate, we displaced the atoms along the GD vector
(Figure 8). Figure 8 shows that the minima of S0 and ID state
are very close to each other while the minimum of the CT state
lies at larger GD displacements, corresponding to a larger C3-
pyramidalization. In addition the intersection between CT and
ID state is very close to the ID minimum but is higher in energy.

5. Conclusions

We have computed ground and excited state equilibrium
structures, vertical excitation and fluorescence spectra by CC2

TABLE 4: CC2/aug-cc-pVDZ Electronic Excitation Energies ω (eV), Stokes’ Shifts ∆ (eV), and Dipole Moments µ (Debye) of
the S1 Equilibrium Geometries Optimized at the CC2/TZVP Levela

CC2/aug-cc-pVDZ

Conformer I Conformer II experimental

ω ∆ µ ω ∆ µ ω ∆

1.97 1.718 CT 17.7 2.12 1.562 CT 20.3 2.727(n-hexaneb) 0.903
2.293(diethyl etherc) 1.311

4.20 ID 4.15 ID
4.33 CT 4.27 CT
4.57 Rydberg 4.56 Rydberg

a According to the single particle transitions, the excitations were labeled as charge transfer (CT), intra donor (ID) or Rydberg excitations.
b The experimental fluorescence energy is taken from ref 13. c The experimental fluorescence energy is taken from ref 19.

Figure 6. Left: Newman projection along the N28-C9 bond of the
CC2 structure optimized in S2. Right: CC2 geometries optimized in S0

(red) and optimized in S1 (black), aligned on the donor unit.

TABLE 5: Calculated and Experimental12 Values of the
C9-Pyramidalization Angle (°) of Ground (S0) and First Two
Excited States (S1 and S2) Geometries of DA1a

CC2 PBE PBE0 X-ray

S0 0.86 1.53 1.69 1.12
S1 2.75(2.47) -0.23 0.17
S2 -1.71

a The C9-pyramidalization angle is defined as the average of the
dihedrals N28-C10-C8-C9, C10-C8-N28-C9, and C8-N28-
C10-C9. For CC2, the value of Conformer II (defined in Figure 4)
is given in parentheses.

TABLE 6: CC2/aug-cc-pVDZ Excitation Energies ω (eV)
and Dipole Moments µ (Debye) at the S2 (ID) Equilibrium
Geometry Optimized on CC2/TZVP Level

ω assignment µ

3.28 CT 19.7
3.83 ID 1.9
4.47 CT 5.4
4.68 Rydberg 6.5

TABLE 7: Summary of the 8 Excited State AIMD
Simulationsa

PLZ ∆E(tmin) tmin EA

96% 0.07 19 1.08
94% 0.09 13 0.63
94% 0.09 20 0.86
91% 0.27 20 1.17
91% 0.26 22 0.81
74% 0.23 19 0.66
64% 0.22 21 1.28
46% 0.20 28 0.34

a The Landau-Zener transition probabilities (PLZ) are evaluated
at the first avoided crossing (AC) after excitation into the ID state
(S2). tmin (fs) indicates the time at which the AC is reached, upon
excitation. ∆E(tmin) is the energy gap (eV) between S2 and S1 at the
first AC. EA (eV) is defined as the energy difference of S2 at the AC
(t ) tmin) and at the Franck-Condon point (t ) 0).

Figure 7. Potential energy as a function of time of a representative
excited state MD simulation. Black, ground state; green, S1; red, S2.
Solid curves correspond to the trajectory that jumps from S2 to S1 after
13 fs. The dashed line refers to a trajectory that was kept in S2. The
time where the surface hop occurs and the LZ probability (PLZ) of the
surface jump are indicated by the arrow.
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and TDDFT methods. Furthermore, excited state ab initio (CC2)
dynamics simulations have been carried out to simulate the
internal conversion process from a locally excited state to a CT
state.

Ground state geometries are well described by CC2 and the
DFT methods we tested. A slightly smaller RMSD with respect
to the crystal structure is found for DFT, especially using the
PBE0 functional. However, all theoretical methods predict a
twisted conformation of the phenyl group of the donor with
respect to the central piperidine spacer, whereas the X-ray
structure exhibits an almost symmetric conformation. Because
of the fact that both, DFT and CC2 methods tend to yield more
asymmetric conformations, we suspect that crystal packing
effects are likely to be responsible for the more symmetric
conformation of the phenyl group. A better answer to this
question could be obtained by direct geometry optimization of
the crystal using a method that accounts for weak interactions.96

The experimental vertical absorption energies are very well
reproduced by CC2, enabling a full assignment of the experi-
mental bands. Consistent with what suggested experimentally,
we assign the lowest band at 3.63 eV to the fluorescent CT
state. We assign the next higher absorption band at 4.25 eV to
a π-π* ID excitation. According to CC2, the experimentally
observed band at 4.9 eV is accounted for by two separate states,
a CT and a Rydberg state.

In contrast to CC2, TDDFT underestimates the S1 CT
excitation by 1.4 eV using PBE and by 0.5 eV using PBE0. In
addition, artificially low-lying CT states, which are not present
in the CC2 spectra, are located between S1 and the ID state in
the case of PBE or mix considerably with the ID state in the
case of PBE0. Although both TDDFT methods are able to
reproduce the ID excitation energy within 0.4 eV, mixing of
the artificial CT states with the locally excited ID state perturbs
the potential energy surface of the ID state in such a way that
neither geometry optimizations nor molecular dynamics calcula-
tions can be carried out in a pure ID state. This finding rules
out the use of TDDFT to gain structural and dynamical
information about the ID state. The common practice of using
TDDFT to describe only the locally excited states by ignoring
the presence of artificially too low lying CT states97 cannot be
applied for the present system due to the occurrence of strong

mixing. In addition, excited state dipole moments are affected
by the partial CT character.

The geometries of the zwitterionic structure of the first excited
state appear to be different in the CC2 and the DFT description.
Major characteristic of both, CC2 and TDDFT structures is an
increase of the C3-pyramidalization on the acceptor, but
geometries predicted by TDDFT exhibit a weaker pyramidal-
ization at the N28 center than CC2. In addition, the N28
pyramidalization is slightly inverted compared to CC2.

Regarding fluorescence, CC2 is able to predict the emission
energy within 0.2 eV compared to the value measured in diethyl
ether, whereas a larger deviation of about 0.6 eV is found
compared to the experimental value, measured in n-hexane. This
could be due to a destabilization of the zwitterionic state by
the solvent or by the approximations made in the CC2 model.
To obtain more information about the effect of the solvent on
the excitation energies a more sophisticated model98 would be
required.

Using CC2, we find a minimum energy structure for the ID
state with a smaller S2-S1 energy gap than the S0 geometry,
but however still too large to allow for fast internal conversion
from the ID (S2) to the CT (S2) state. In addition, we find the
avoided crossing between ID and CT states to be higher in
energy than the Franck-Condon region. Thus the interconver-
sion requires thermal activation and can not be explained on
the basis of single geometries only. Nonadiabatic excited state
AIMD simulations reveal that at 300 K enough thermal energy
is available to overcome the activation barrier and mediate a
fast internal conversion. The process is triggered by a simul-
taneous stretching/pyramidalization of the ethylene acceptor
moiety and a distortion of the planarity of the phenyl moiety of
the donor. It occurs approximately 20 fs after preparation in
the ID state.
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2002, 116, 8761–8771.
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